Generation of quasiperiodic oscillations in pairs of coupled maps
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Abstract

We investigate analytically the emergence of quasiperiodic and mode-locked states of arbitrary period in pairs of coupled maps. Quasiperiodic and mode-locked states arise from Naimark–Sacker bifurcations and exhibit very rich local dynamics. We determine analytically both states for pairs of maps under symmetric and asymmetric couplings. Lyapunov spectra, portraits in parameter-space and in phase-space are used to show the transition from quasiperiodic and from mode-locked states into chaotic states and to check the range of validity of the approximations implicit in the standard normal forms.

1. Introduction

The behavior of orbits near a Naimark–Sacker (NS) bifurcation [1,2] reveals many interesting features about the motion of particles in complex systems. Fixed-point solutions are transformed into quasiperiodic states or limit cycles after the bifurcation. In other words, particles starting in a steady state (or even a mode-locked or synchronized state) end up moving in cycles around one or more centers. Such transformation are observed, for example, when vortex structures appear in fluid dynamics [3,4], or in the solutions of multi-agent models of biological swarming [5]. Examples of such transitions emerging from NS bifurcations can also be mentioned: nonlinear beam oscillations excited by lateral force in sound and vibration physics [6], the Euler method applied to delay differential equation [7], in the pattern formation and oscillations in a system of self-regulating cells in neural science [8], the collapse of predator populations in biology [9] and applications in monetary economies [10]. Two coupled maps may exhibit the above-mentioned motion. Since they are two-dimensional dynamical systems, they might be able to reproduce the spatially extended properties of quasiperiodic motion on a limit cycle. This makes the study of the emergence of synchronized and quasiperiodic states in two coupled maps, and also its transition to desynchronized states, a very actual problem, as corroborated by recent works [11]. A pair of coupled maps is the model considered in this paper.
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In practical applications it is very difficult to determine model parameters which lead to a desirable solution. In order to obtain them, a complete determination of stability regions in the parameter space is necessary. This can be a difficult task since multi-stability is a common phenomenon in complex systems and the nonlinearity of the models makes it impossible to find general analytic solutions. In order to overcome such problems, numerical methods have been used to determine periodic orbits and their stability regions in parameter space. Analytical results for stability boundaries in the parameter space are only possible for relatively low periods nowadays of the order of 11 [14,15]. One may also resort to an analytical method, the classic method of the resultants [16,17], where the symmetry of the eigenvalues may be used to split the characteristic polynomial of the Jacobian matrix into two coupled polynomials, which allows to find stability regions for Hopf bifurcations in parameter space. Another way to overcome the above-mentioned problems is to search for metric properties or similarities in the parameter space. A well-known example is the observation by Feigenbaum that for many one-parameter families of scalar maps, as one follows a cascade of period-doubling bifurcations in parameter space, the ratio of distances between successive period-doubling parameter values tends to approach a limiting ratio independent of the family maps [18]. Another example is the existence of self-similar shapes in the parameter space of two-parameter maps [19,20]. In some cases, it is possible to find a linear transformation that brings the stability region of an orbit with a given period of one map very close to the stability region for a fixed point from another map [19]. Therefore, informations of stability regions in the parameter space may be obtained by proper transformations or metric properties.

The purpose of this paper is to determine analytically and numerically the emergence of quasiperiodic and mode-locked states (or synchronized states) in pairs of coupled maps. Using normal forms, analytical results are obtained near NS bifurcations where, as will be seen, a rich local dynamics emerges. Although the model considered here presents a very complex dynamics in the parameter space, simple expressions are obtained for the location, in parameter space, where quasiperiodic and mode-locked states of arbitrary period are generated. Moreover, numerical results including Lyapunov exponents, phase space and parameter space portraits are used to describe the transition of mode-locked and quasiperiodic states into chaotic states.

In order to apply our results to a wide range of different nonlinear dynamical systems, coefficients of a normal form will be derived for two generic classes of couplings: the first one, a nonlinear asymmetric coupling between the maps is assumed, and for the second one, a linear and symmetric coupling is used. The prototype of the first class is given by

\[ x_{t+1} = h^r_q(x_t, y_t) = a - py_t^2 - qx_t^3, \quad (1) \]

\[ y_{t+1} = h^r_q(x_t, y_t) = x_t, \quad (2) \]

where \( x_t, y_t \) are the variables, \( a, p \) and \( q \) the parameters, and \( t \) represents the discrete time \( t = 0, 1, 2, \ldots \). The above model [21] is rich to describe transitions between degenerated routes to chaos expected to occur in physical systems. The parameters \( p \) and \( q \) allow a convenient tuning between the relative influence of the terms they control. The parameter \( a \) controls the nonlinearity of the quadratic map. Some parameters of the normal form for the NS bifurcation have been derived for an asymmetric coupled map in the context of oscillating memories [22].

The other considered case is the linear symmetric coupling, given by

\[ x_{t+1} = h^r_q(x_t, y_t) = a - x_t^2 + b(y_t - y_t), \quad (3) \]

\[ y_{t+1} = h^r_q(x_t, y_t) = a - y_t^2 + b(y_t - x_t), \quad (4) \]

where \( a \) is the nonlinear parameter from the uncoupled maps and \( b \) represents the coupling strength between them. In this model, both quadratic maps are uncoupled if points lie on the diagonal \( y_t = x_t \), and coupled for off-diagonal points \( (y_t \neq x_t) \). The diagonal \( y_t = x_t \) is called the synchronization line and does not exist in the asymmetric case. Although there are many works [23] describing aspects of the dynamics of two maps coupled symmetrically, the determination of parameters of the normal forms for a NS bifurcation has not been done yet.

In Section 2, necessary and sufficient conditions to the occurrence of a NS bifurcation and its corresponding normal form are reviewed briefly. Sections 3 and 4 consider the asymmetric and symmetric cases, respectively. In both cases, coefficients of the normal forms are determined for the NS bifurcations and analytical expressions for the location in the parameter space of mode-locked states are derived. Numerical calculations are done and the transition from mode-locked and quasiperiodic states into chaotic states is demonstrated. Some concluding remarks are given in Section 5.

2. The normal form

A powerful method to describe analytically the local properties of complex systems near bifurcations points, is the determination of normal forms [1,24–26]. In general, for each bifurcation type (Pitchfork, Naimark–Sacker, etc.), a spe-
specific normal form has to be derived. Once the normal form is determined for the bifurcation, all physical models have
the same normal form for that kind of bifurcation. The coefficients of the normal forms, however, change from model
to model. For example, the normal form for a Pitchfork bifurcation [24] is the same for different systems, but its coef-
ficients will be different and they depend on particular properties of the system. The determination of the coefficients of
normal forms is a laborious work, but it gives essential information about the dynamics of the system near the bifur-
cation point.

In this section, we consider the normal form for the NS bifurcation. Additional details may be found in [1,24–26].
Although the derivation of the normal form itself is not complicated, formulas for the determination of its coefficients are
not simple. These formulas are written here explicitly and they are valid for any dynamical system which suffers a NS
bifurcation. Essentially four steps are necessary to determine the coefficients.

2.1. Translation to the origin

Normal forms are derived on the central manifold [24]. To translate the coordinates \((x,y)\) of the dynamical systems
[Eqs. (1) and (2) or, Eqs. (3) and (4)] to the central manifold coordinates \((u,v)\), the following transformation is necessary
\[
\begin{pmatrix}
    u \\
    v
\end{pmatrix}
= M \begin{pmatrix}
    x - x_1 \\
    y - y_1
\end{pmatrix}.
\] (5)

Here \((x_1,y_1)\) is the position of the fixed point, and \(M\) is the 2 \times 2 transformation matrix. The columns of \(M\) are the
eigenvectors associated to the eigenvalues \(\lambda\), calculated from the Jacobian matrix of the original system in \((x,y)\)
coordinates. The above transformation translates the bifurcating equilibrium point to the origin and brings the linear part
into the normal form.

If we write \(\lambda = e^{i\theta}\) and \(\bar{\lambda} = e^{-i\theta}\), the linear part of the (any) dynamical system can be put in the form
\[
\begin{pmatrix}
    u \\
    v
\end{pmatrix}
\rightarrow
\begin{bmatrix}
    \cos(\theta) & -\sin(\theta) \\
    \sin(\theta) & \cos(\theta)
\end{bmatrix}
\begin{pmatrix}
    u \\
    v
\end{pmatrix},
\] (6)

where the constant \(\theta\), calculated at the bifurcation point, is determined from
\[
\theta = \arctan \frac{\Im[z]}{\Re[z]}.
\] (7)

The notation \(\Re[z]\) and \(\Im[z]\) means to take the real and imaginary part of the complex number \(z\), respectively. The over-
bar denotes complex conjugation. The nonlinear part from the dynamical system is added to Eq. (6), i.e.,
\[
\begin{pmatrix}
    u \\
    v
\end{pmatrix}
\rightarrow
\begin{bmatrix}
    \cos(\theta) & -\sin(\theta) \\
    \sin(\theta) & \cos(\theta)
\end{bmatrix}
\begin{pmatrix}
    u \\
    v
\end{pmatrix} + \begin{bmatrix}
    f(u,v) \\
    g(u,v)
\end{bmatrix}.
\] (8)

In this equation, the linear part in \(u\) and \(v\) is separated from the nonlinear part in \(f(u,v)\) and \(g(u,v)\).

2.2. NS bifurcation conditions

By definition [1,24–26], the NS bifurcation will occur if the conditions
\[
|\lambda_{1,2}(a_{NS})| = 1, \quad \text{but}
\] (9)
\[
|\lambda_{1,2}(a_{NS})| \neq 1 \quad \text{for } j = 1, 2, 3, 4,
\] (10)
\[
\frac{d}{da}(|\lambda_{1,2}(a_{NS})|) = d \neq 0,
\] (11)

are satisfied. Here, \(\lambda_{1,2}\) are the eigenvalues of the Jacobian matrix, \(a_{NS}\) is the bifurcation parameter calculated at
the bifurcation point, and \(d\) is a constant. Note that the above conditions relate to the linearized system only, and they
suffice to conclude that the NS bifurcation occurs. However, to determine coefficients of the normal form and details
about the bifurcation, the nonlinear terms from Eq. (8) have to be analyzed. In order to do this, functions \(f(u,v)\) and
\(g(u,v)\) are expanded in a series.

2.3. Expansion

It is adequate to rewrite Eq. (8) in the complex plane by using the transformation \(z = u + iv\). After this transforma-
tion, Eq. (8) results in
This expression is exactly the dynamical system written in the complex plane and with the bifurcation point located at the origin. Expanding \( f(z, \bar{z}) + ig(z, \bar{z}) \) in a Taylor expansion in \( z \) and \( \bar{z} \), we obtain

\[
z \mapsto \lambda z + f(z, \bar{z}) + ig(z, \bar{z}). \tag{12}\]

Higher order term are neglected. The coefficients of this expansion are related to \( f(u, v) \) and \( g(u, v) \) by

\[
\begin{align*}
\xi_{20} &= \frac{1}{4}[f_{uu} - f_{uv} + 2g_{uv} + i(g_{uu} - g_{uv} - 2f_{wu})], \\
\xi_{11} &= \frac{1}{2}[f_{uu} + f_{uv} + i(g_{uu} + g_{uv})], \\
\xi_{02} &= \frac{1}{8}[f_{uu} - f_{uv} - 2g_{uv} + i(g_{uu} - g_{uv} + 2f_{wu})], \\
\xi_{21} &= \frac{1}{16}[f_{uuu} + f_{uvv} + f_{uvw} + f_{wuv} + i(g_{uuu} - g_{uvv} - f_{uwv} - f_{wvu})],
\end{align*}
\]

where \( f_{uv} \) means \( (\partial^2 f/\partial u \partial v)(0, 0, \ldots) \), etc.

### 2.4. Obtaining the normal form

At this point, the dynamical system is written as an expansion [Eq. (13)] around the bifurcation point. This expansion however, may not have the simplest possible form. In order to find the simplest form, which also keeps all local relevant information near the bifurcation point, the transformation \( \eta = \eta(z) = z + O(|z|^2) \) is used to bring Eq. (13) in the following normal form in the complex plane:

\[
\eta \mapsto \lambda \eta + l\eta^2 \eta + O(|\eta|^3), \tag{18}
\]

with \( l \) being a complex number determined by

\[
l = \left[ \frac{(1 - 2\lambda)^2}{\lambda - 1} \xi_{20} - \frac{|\xi_{11}|^2}{(1 - \lambda)^2} - \frac{2|\xi_{02}|^2}{(1 - \lambda)^2} + \xi_{21} \right].
\]

Substituting \( \lambda = e^{i\theta} \), and \( \eta = re^{i\psi} \) in Eq. (18), and after some straightforward calculations, the right hand side of (18) transforms into

\[
r(1 + 9|l|^2 r^2) e^{(\theta + \phi + 5|l|^2 r^2)}. \tag{19}\]

The radial and angular parts are the normal forms in polar coordinates, which can be written in a more general form as [24]

\[
\begin{align*}
r_{s+1} &= r_s [1 + d(a - a_{NS}) + e r_s^2], \tag{20} \\
\theta_{s+1} &= \theta_s + c + s r_s^2, \tag{21}
\end{align*}
\]

where \( c, d, e \) and \( s \) are the coefficients of the normal form. The coefficient \( d \) is determined from Eq. (11), \( c = \phi \) from (7), and comparing Eqs. (20) and (21) with (19), we obtain

\[
e = 9|l|^2 \quad \text{and} \quad s = 3|l|^2. \tag{22}\]

The constants \( d, c, e \) and \( s \) determine the properties and stability of solutions near the NS bifurcation. If the condition \( e \neq 0 \) is satisfied, then there is a limit cycle in the surroundings of \( a_{NS} \). The stability of this cycle is determined by the sign of \( e \). If \( e < 0 \), then the limit cycle is stable and the bifurcation is called supercritical, otherwise, the limit cycle is unstable and the bifurcation is subcritical.

The normal forms (20) and (21) are able to reproduce the local property of solutions near NS bifurcations, which is necessary for the purpose of this paper. As we will see later in details, these normal forms describe the transition from fixed-point solutions (of any period) into mode-locked or quasiperiodic solutions. Higher order terms could be included in Eqs. (20) and (21), but they only give information about details of the solutions near the bifurcation point. At the end of Section 3 it will be explained more about these details.

Summarizing, in order to determine completely the normal form, it is necessary to calculate the functions \( f(u, v) \) and \( g(u, v) \), and determine the coefficients \( d, c, s \) and \( e \) of Eqs. (20) and (21), as described in this section. This will be done in next sections for the asymmetric and symmetric models, respectively.
3. The asymmetric coupling

The quasiperiodic oscillations shown in this paper are generated inside a rich and complex dynamics in parameter space. The dynamics in the surroundings of the quasiperiodic oscillations is responsible for details of these oscillations, like radius of the limit cycles, frequency of mode-locked states, and even the chaotic motion. An appropriate and efficient way to get informations about all these complex motions, as the parameters are changed, is to study stability domains in the parameter space. The asymmetric model of Eqs. (1) and (2) contains three parameters \(a\), \(p\) and \(q\). Since it is not easy to analyze a three-dimensional parameter space, two particular cases will be considered. For the first one (Section 3.1), the parameter \(p = 1\) is kept fixed while \(a\) and \(q\) are varied. For the second one (Section 3.2), \(q = 1\) is considered, while \(a\) and \(p\) may change.

In order to understand the difference between both particular cases, some comments are needed. The parameters \(a\) and \(q\) control, respectively, the nonlinearity of the coupled logistic map of Eq. (1) in two different ways: (a) the translation of the point \(x\) by an amount of \(a\). For each iteration in Eq. (1), the new values of \(x\) are translated by the constant \(a\); and (b) dilatation of the point \(x^2\) by an amount of \(q\). For each time step, the values of \(x^2\) in Eq. (1) are multiplied by \(q\). Keeping this in mind, Section 3.1 analyzes the dynamics as the coupling strength between maps is constant \((p = 1)\) and the nonlinearity may change via translation and dilatation of coordinates. In Section 3.2 otherwise, the dynamics will be analyzed as dilatation is kept fixed \((q = 1)\) while coupling strength and nonlinearity due translation are changed.

Fig. 1 shows the isoperiodic diagrams [27] for both cases. For each figure the discretized parameter interval is a mesh of \(500 \times 350\) points. Both diagrams show the complexity of alternation between stability domains. Different stability domains can be distinguished by tonalities. The white region indicates the parameters which lead to quasiperiodic motion near the boundary \(C\), and chaotic motion far away from \(C\). If the parameter are chosen to be in the gray region, the motion in the phase space has an attractor at infinity. Different regions of periodicity are identified by integer numbers which indicate the period of that region.

Fig. 1. Stability domains in the parameter space for the map of Eqs. (1) and (2). The numbers indicate the periods: (a) case \(p = 1\); (b) case \(q = 1\).
The region of period-1 has two boundaries marked as D and C. Period doubling $1 \times 2^n$ bifurcation is found after the boundary D, while near (to the right) the boundary C, a very complex dynamics is found. There is a sequence of periodic regions embedded in the quasiperiodic region. Not all of these periodic regions can be observed clearly for the scale shown in Fig. 1. Exceptions are the three periodic structures (two periods 5 and one period 4) which are born exactly on the line C of Fig. 1(a). Both, periodic and quasiperiodic motion, are born exactly on the line C.

3.1. $p = 1$, $q$ and $a$ arbitrary

Numerical and analytical results for the case $p = 1$ will be presented firstly. The fixed points of period-1 are $M_1 \equiv (x_1, x_1)$, which is stable in region 1 of Fig. 1(a), and $M_2 \equiv (x_2, x_2)$, which is unstable in the same region. The values of $x_{1,2}$ are

$$x_{1,2} = \frac{-1 \pm \sqrt{1 + 4a(1 + q)}}{2(q + 1)}, \quad (23)$$

which are real for $a \geq -1/(4(1 + q))$. The eigenvalues of the Jacobian matrix are given by

$$\lambda_{1,2} = -qx \pm \sqrt{(qx)^2 - 2y}, \quad (24)$$

which can assume real or complex conjugate values, depending on the sign of $(qx)^2 - 2y$. In order to study the stability of a specific orbit, it is necessary to substitute $(x, y)$ by the related values of $x_{1,2}$ from Eq. (23).

Starting with real eigenvalues and considering the point $M_1$, it is possible to obtain the bifurcation points of period-1 by making $\lambda_1 = 1$ or $\lambda_2 = 1$. The resulting line is

$$q = \frac{-1 + 4a}{4a}, \quad (25)$$

which is a curve on the parameter space where a stable period-1 orbit is born. This curve is not shown in Fig. 1(a). Using $\lambda_1 = -1$ or $\lambda_2 = -1$, we get

$$q = \frac{3 + 8a + \sqrt{9 + 32a}}{8a}, \quad (26)$$

which defines a curve in the parameter space where a bifurcation $1 \to 2$ from the fixed point $M_1$ occurs. This is the curve which defines the doubling boundary D of Fig. 1(a), and is the first curve of the sequence of curves related with the $1 \times 2^n$ period doubling bifurcations.

The complex conjugates eigenvalues are given by

$$\lambda = -qx + i\sqrt{-(qx)^2 + 2y}, \quad (27)$$

$$\bar{\lambda} = -qx - i\sqrt{-(qx)^2 + 2y}. \quad (28)$$

For the point $M_1$, the first NS condition $|\lambda| = |\bar{\lambda}| = 1$ (see Eq. (9)) leads to $q = 4a - 3$, which is exactly the straight line which defines the boundary C of Fig. 1(a). The solution of this equation, i.e.,

$$a \equiv a_{NS} = (q + 3)/4, \quad (29)$$

defines the bifurcation boundary. The coefficient $d = 1/(2 + q)$ is determined from Eqs. (11) and (27), and is greater than zero for $q > -2$. With these informations, it is possible to observe that the NS bifurcation conditions (described in Section 2) are satisfied, and Eq. (29) is called the NS line. In order to calculate the coefficient $e$ from Eq. (20), it is necessary to translate the bifurcation point to the origin of a new coordinate system given by

$$(\bar{x}, \bar{y}) = (x - x_1, y - y_1). \quad (30)$$

The eigenvectors corresponding to $\lambda$ and $\bar{\lambda}$ (these are calculated on the NS line) are, respectively, given by

$$\frac{1}{2} \left( -q + i\chi \right) \quad \text{and} \quad \frac{1}{2} \left( -1 - i\chi \right),$$

where $\chi = \sqrt{(2 - q)(2 + q)}$. In order to separate the linear part from the nonlinear part, as in Eq. (8), a new basis is introduced which allows the transformation

$$1/2 \left( -q + i\chi \right) \quad \text{and} \quad 1/2 \left( -1 - i\chi \right).$$
\[
\begin{pmatrix}
  \dot{u} \\
  \dot{v}
\end{pmatrix} = \frac{1}{\lambda} \begin{pmatrix}
  q & 2 \\
  \lambda & 0
\end{pmatrix} \begin{pmatrix}
  \dot{x} \\
  \dot{y}
\end{pmatrix}.
\]

Rewriting Eqs. (1) and (2) in this new coordinate system, transforming it into the complex plane [as for Eq. (12)], it is easy to obtain the nonlinear terms of the map

\[
f(u, v) = \frac{-q\lambda^2 u^2 + 2q^2 uv - q^2(1 + q)v^2}{4\lambda},
\]

\[
g(u, v) = \left(1 + \frac{q^2}{4}\right) u^2 + \frac{q}{2} uv - q \left(1 + \frac{q}{4}\right) v^2.
\]

With these functions, the coefficients \(e\) and \(s\) can be determined from Eq. (22), and they are

\[
e = \frac{-3 + 2q + q^2 + 4q^3 + 4q^4 + q^5}{4(2 + q)},
\]

\[
s = \frac{-g(q^2 + 3q^4 - 2q^6 - 9q^4 + q^4 + 3q^2 - 11q - 2)}{4(2 + q)^2(q - 2)(q - 1)}.
\]

The coefficient \(e\) is always negative for \(q > -2\), as it can be observed in Fig. 2(a). The limit cycle is therefore stable for these values of \(q\). From the results obtained for \(e\) and \(d\), it is possible to conclude that the fixed point \(M_1\) suffers a NS bifurcation along the line (29) in the parameter space. All conditions for a NS bifurcation reviewed in Section 2 are satisfied and the limit cycle, which exist for \(a > a_{NS}\) [i.e., on the right hand side of the line C from Fig. 1(a)], is stable.

The local dynamics described by the normal forms (20) and (21) is very rich. It is possible, for example, to obtain informations related to the radius of the limit cycle and the rotation number. Making \(r_{t+1} = r_t = r\) in Eq. (20), the radius of the limit cycle is determined by

\[
r = \sqrt{-\frac{d}{e} (a - a_{NS})}.
\]

\[\text{(a)}\]

\[\text{(b)}\]

Fig. 2. (a) Coefficient \(e\) from the normal form (21) as a function of the parameter \(q\) and (b) the same coefficient, but as a function of the parameter \(p\) calculated in Section 3.2. Since \(e < 0\) in the considered \(q\) and \(p\) intervals, the limit cycles are stable in the same intervals.
Observe that $r$ is always real because the limit cycles only exist for $a > a_{NS}$, $d > 0$ and $e < 0$.

Substituting $r$ from Eq. (33) in Eq. (21), the rotation number on the limit cycle can be obtained from

$$\theta_{i+1} = \theta_i + \alpha(a),$$

(34)

where

$$\alpha(a) = c + sr^2 = c - \frac{sd}{e} (a - a_{NS}).$$

(35)

For points on the Naimark–Sacker line $C (a = a_{NS})$, results that $\alpha_c = c$, where $c$, obtained from Eq. (7) is

$$c = -\arctan \frac{z}{q} = -\arctan \left( \frac{4}{q^2 - 1} \right),$$

(36)

with $-2 \leq q \leq 2$. It can be observed from the map (34), that for rational values of $\alpha_c/2\pi$, points on the limit cycle will be repeated, leaving to periodic points. For irrational values of $\alpha_c/2\pi$, points on the limit cycle will never repeat. Therefore, two cases have to be considered, depending on the ratio $\alpha_c/2\pi$:

1. Mode-locking: If $\alpha_c/2\pi = m/n$ is a rational number, a periodic regime is obtained. In this case, a mode-locked state or synchronization is obtained, with $n$ being the period of the orbit and $m$ its multiplicity.
2. Quasiperiodicity: If $\alpha_c/2\pi$ is an irrational number, the motion is quasiperiodic.

Regions of mode-locked states in the plane $(a, q)$ can be observed in Fig. 1(a). They are identified with integer numbers $n$ and are embedded in regions of quasiperiodicity. These periodic regions are similar to Arnold tongues structures observed in the circle map [4].

The points on the boundary $C$, where the tongues are born, can be obtained analytically by using

$$\alpha_c = c = -\arctan \frac{z}{q}.$$ 

(37)

This relation allows us to locate periodic mode-locked state (on the curve $C$) with any desirable period $n$. By choosing a period-$n$ (and multiplicity $m$) and substituting $\alpha_c/2\pi = m/n$ in (37), the value of $q$ can be determined from

$$q = -\frac{\alpha}{\tan \left( \frac{2\pi m}{n} \right)}.$$ 

(38)

The parameter $a$ is then obtained from Eq. (29).

Once the location of the period-$n$ mode-locked states on the line $C$ is found, it is possible to determine the stability boundaries (the Arnold tongues [4]) for values of $a > a_{NS}$, i.e., to the right of line $C$. In order to obtain such stability boundaries, it is necessary to introduce higher order terms in the normal forms (20) and (21) and, to repeat the calculations described above. For each period-$n$ mode-locked state the derivation has to be repeated. This is a long work and will not be done in this paper. Such calculations are interesting for specific applications.

Eq. (37) agrees with numerical results. For example, the period-5 mode-locked region, clearly visible in the lower part of Fig. 1(a), is located at the parameters $(a, q) = (0.5955, -0.6180)$. The corresponding values of $\alpha_c/2\pi$ is 1/5. Notice that, since $q$ is limited to $-2 \leq q \leq 2$, only values of $\alpha_c/2\pi$ satisfying $-1/4 \leq \alpha_c/2\pi \leq 1/4$, are allowed. Fig. 3 shows the (a) bifurcation diagram and (b) behavior of the maximal Lyapunov exponent, $h$, for $0.5 < a < 1.25$ and $q = -0.3$. Different motions can be observed, namely, for negative exponents (periodic motion), zero exponent (quasiperiodic states) and positive exponent (chaotic motion with some windows of mode-locked states where $h < 0$). The arrow in Fig. 3(b) indicates the range of quasiperiodic motion which begins at the NS bifurcation point $(a, q) = (0.675, -0.3)$, where a fixed-point solution is transformed into a quasiperiodic motion. By increasing the value of $a$, the quasiperiodic motion exist until the chaotic motion is reached $(h > 0)$. In the quasiperiodic region, the bifurcation diagram is filled out. For both Figures, the $a$ axis was divided in 1000 points, the trajectories were initialized at $(x_0, y_0) = (0.1234, 0.5)$, and plotted after a transient of 200,000. For the bifurcation diagram, 60 points were plotted for each value of $a$.

Alternatively, trajectories in the phase space are used to observe the dynamics near the boundary $C$ of Fig. 1(a). Fig. 4(a) shows four trajectories in the phase space for different values of $a$, while keeping $q = -0.3$. For $a = 0.68$, which is close to the NS bifurcation boundary $C$, an elliptic curve (limit cycle) with quasiperiodic motion is observed. This elliptic curve is deformed more and more as we move away (to the right) from the boundary $C$ [see $a = 0.78$, 0.88 in Fig. 4(a)], until the chaotic attractor is reached at $a = 0.94$, with a Lyapunov exponent equal to $0.000989$. In fact, trajectories move around the origin remembering a vortex like motion. As the chaotic attractor is reached, the curve is
Fig. 3. (a) Bifurcation diagram and (b) maximal Lyapunov exponent for $q = -0.3$. The arrow shows the range of quasiperiodic motion.

Fig. 4. Shown are: (a) four trajectories in the phase space with $q = -0.3$ and $a = 0.68, 0.78, 0.88, 0.94$ (chaotic state), from inside to outside and, (b) radius of the limit cycle as a function of the bifurcation parameter $a$, obtained analytically (dashed line) from Eq. (33) and numerically (solid line). Here $a_{NS} = 0.675$. 
more and more complicated. Initial conditions and transient used for Fig. 4(a), are the same of those from Fig. 3. Each phase space trajectory of Fig. 4 (a) was constructed with 5000 points.

Results obtained from the normal form are valid only locally near the bifurcation point. It is possible to compare analytical limit cycles, obtained from Eq. (33), with numerical results. Numerically we calculate the radius of the limit cycles and, as the chaotic region is approached, where the limit cycle is deformed, the radius is an average radius over all points of the trajectory. Fig. 4 (b) compares the radius of the limit cycle calculated from Eq. (33) (dashed line) with the radius obtained by numerical simulations (solid line). Both curves are plotted as a function of the bifurcation parameter $a$ and for $q = C0 / 0.3$. They agree very well for values starting close to the NS bifurcation point $a_{NS} = 0.675$ until $a \sim 0.73$. Only for values $a > 0.73$ both curves start to separate from each other. Therefore, the dynamics obtained from normal forms describes locally very well the numerical simulations. Other examples of the agreement between numerical (solid line) and local analytical (dashed line) approximations for the radius of the limit cycle are shown in Fig. 5. For $q = 1.1$ [shown in Fig. 5(a)], both lines agree in the whole range of $a$ values. For $q = 1.5$ [see Fig. 5(b)] the agreement between numerical and analytical results decreases very fast. The reason for this can be explained as follows. A closer inspection of Fig. 1(a) shows that the interval in $a$, where the quasiperiodic motion exist in the parameter space, is larger for $q = 1.1$ than for $q = 1.5$. Far away from the NS bifurcation, when the chaotic region is approached, limit cycles are totally deformed [see Fig. 4(a)] and the numerical calculation of the limit cycle radius is worse. Since the chaotic state is reached “faster” (i.e., in a smaller $a$ interval) for $q = 1.5$ than for $q = -1.1$, the limit cycles is deformed faster and, as a consequence, the agreement between analytical and numerical radius gets faster worse.

3.2. $q = 1, p$ and $a$ arbitrary

In this subsection, coefficients of the normal forms are determined for the case $q = 1, a$ and $p$ arbitrary. There is only one stable fixed point of period-1 in region 1 of Fig. 1(b), given by $N_1 = (x_1, x_1)$, where

$$x_1 = \frac{-1 + \sqrt{1 + 4a(1 + p)}}{2(p + 1)}. \tag{39}$$

The eigenvalues of the Jacobian matrix are obtained by substituting $x = y = x_1$ in

$$\lambda_{1,2} = -x \pm \sqrt{x^2 - 2py}. \tag{40}$$
Considering only complex conjugated eigenvalues for the point $N_1$, the condition $|\lambda| = |\bar{\lambda}| = 1$ leads to
\[ p = \frac{3 + \sqrt{9 + 16a}}{8a}, \]  
which is the boundary $C$ of Fig. 1(b) and the NS bifurcation line. The coefficients of the normal forms from Eqs. (20) and (21) can also be obtained in this case. In order to do this, we use the same procedure as in last subsection. From Eq. (7), follows
\[ c = -\arctan \frac{\sqrt{p^2 - 1}}{p} = -\arctan \sqrt{4p^2 - 1}. \]  
From the condition (11) we obtain
\[ d = \frac{p\sqrt{p}}{2p + 1}. \]  
From this equation we observe that $d$ is real and different from zero if $p > 0$. As a consequence, $d > 0$ and the NS bifurcation condition (11) is satisfied. The parameter which determines the stability of the limit cycle is obtained from (22)
\[ e = -\frac{1 + 4p + 4p^2 + p^4 + 2p^6 + 5p^8}{4p^2(2p + 1)}, \]  
which is negative for values $p > -1/2$ or $p > 1/2$. Since $p$ must be greater than zero in order to keep $d$ real, only values of $p > 1/2$ are of interest. In order to obtain a stable limit cycle, it is necessary that $e < 0$, and the NS bifurcation will be supercritical. Fig. 2(b) is a plot of $e$ as a function of $p$. It clearly shows that $e < 0$ for the plotted range.

The last parameter $s$ can be determined also from (22)
\[ s = \frac{2p^3 + 11p^6 - 3p^6 - p^4 + 9p^4 + 2p^2 - 3p - 1}{4(2p + 1)p^2(p - 1)}. \]  
The functions $f(u, v)$ and $g(u, v)$ are in this case
\[ f(u, v) = \frac{\sqrt{u^2}w^2 - 2\sqrt{u}w + (1 + 4p)v^2}{-4p}, \]
\[ g(u, v) = \frac{\sqrt{u^2}w^2 - 2\sqrt{u}w + (1 + 4p)v^2}{-4p}. \]

Fig. 6. Radius of the limit cycle as a function of the bifurcation parameter $a$, obtained analytically (dashed line) and numerically (solid line) for (a) $p = 2.0$ and $a_{NS} = 0.4375$ and (b) $p = 0.7$ and $a_{NS} = 1.5816.$
These results allow us to conclude that the NS bifurcation occurs on the line C from Fig. 1(b), for $p \geq 1/2$. The radius of the stable limit cycle can also be determined from Eq. (33), and the rotation number is given by
\[ \alpha_c = \frac{c}{c - \arctan \chi}. \] (46)
With this relation, it is possible to determine the exact location, on the parameter space, where a mode-locked state of any period-\(n\) is born. The condition $p \geq 1/2$, combined with Eq. (46), results in $-1/4 \leq \alpha_c/2\pi \leq 0$, which defines the allowed interval of values of $\alpha_c/2\pi$.

Fig. 6 compares the radius of the limit cycle (dashed line) with the radius obtained by numerical simulations (solid line) for two values of $p$. The agreement is better for the case $p = 2.0$, shown in Fig. 6(a), if compared with the case $p = 0.7$, shown in Fig. 6(b). Also here the agreement still depends how fast the chaotic region is reached as the parameter $a$ increases.

The analytic evolution of the limit cycles can be obtained again from Eq. (33) and (34). Two kind of motions appear also in this case, depending on the ratio $\alpha_c/2\pi = m/n$: the mode-locked motion if $\alpha_c/2\pi$ is a rational number, and the quasiperiodic motion if $\alpha_c/2\pi$ is irrational. As in last subsection, numerical simulations for space phase trajectories, bifurcation diagrams, and Lyapunov spectra were also realized here. From the qualitative point of view, such simulations do not add any new informations if compared with results from last subsection. For this reason, these simulations are not shown here.

4. The symmetric coupling

The situation is very different for the symmetric model described by Eqs. (3) and (4). The coupling is linear and the states of both maps are uncoupled along the diagonal $x_i = y_i$, called also the synchronization line. Since it is not possible to obtain a limit cycle along a one-dimensional line, NS bifurcation are not expected to occur along the synchronization line. Moreover, the existence of the diagonal line and the symmetric coupling, implies that all off-diagonal fixed points appear in pairs, located symmetrically on each side of the diagonal. It was shown [28] that there exist four period-1 orbits for the symmetric coupling. Two fixed points of them are on the diagonal, and the others are off-diagonal. The off-diagonal are unstable and, as a consequence, cannot suffer a NS bifurcation. Therefore, period-1 fixed point does not suffer a NS bifurcation in the symmetric model. This assert was checked by doing the linear stability analysis for the period-1 orbits. This analysis will not be shown here since it is not relevant for the NS bifurcation. In order to find fixed points which undergoes a NS bifurcation, we analyzed orbits with period-2.

It was shown [28] that for the dynamical system described by Eqs. (3) and (4), two kinds of period-2 orbits appear. One of them is born through period doubling on the diagonal $x_i = y_i$. The other one, which will be considered here, is born from the bifurcation $1 \to 2$ along the line $4a - 4b^2 - 3 - 8b = 0$. This line in the parameter space separates stability domains of period-1 and period-2, and is obtained analytically by a linear stability analysis (for more details, see [28]). The fixed points of this period-2 orbit have the following property:
\[ \cdots (x_1, x_2) \to (x_2, x_1) \to (x_1, x_2) \to \cdots, \] (47)
where
\[ x_{1,2} = \frac{2b + 1}{2} \pm \frac{\sqrt{-4b^2 + 4a - 8b - 3}}{2}. \] (48)
If the curve inside the square root of (48) is not zero, then $x_1 \neq x_2$ and the period-2 fixed points are off-diagonal. The eigenvalues of the Jacobian matrix for this period-2 orbit are
\[ \lambda_{1,2} = 6b^2 + 10b - 4a + 4 \pm 2b \sqrt{5b^2 + 10b - 4a + 4}. \] (49)
Applying the condition $|\lambda_1| = |\lambda_2| = 1$ leads to
\[ 4b^2 + 10b - 4a + 5 = 0, \] (50)
which is the NS bifurcation line. It is easy to show that $d = 4$, $\lambda_{1,2}^j(a_{NS}, b) \neq 1$ for $j = 1, 2, 3, 4$, and that
\[ c = \arctan \frac{2b\eta}{2b^2 - 1}, \] (51)
where $\eta = \sqrt{(1-b)(1+b)}$.

Using the same procedure as in last section, the functions $f(u, v)$ and $g(u, v)$ can be determined, and from them, the coefficients $e$ and $s$. All functions and coefficients are presented in Appendix A. Details of calculations will not be
repeated here. Once the coefficients of the normal form are determined, then the local maps (20) and (21) can be studied. The analytic evolution of the limit cycles can be obtained again from Eq. (33) and (34), but using the parameter $d$, $e$, $s$ and $c$ from the symmetric problem. Two kinds of motion appear also in this case, depending on the ratio $a c / 2 p = c = m / n$: the mode-locked motion if $\pi / 2$ is a rational number, and the quasiperiodic motion if $\pi / 2$ is irrational.

As in the asymmetric case, there are many period-$n$ mode-locked regions embedded in the quasiperiodic region. Examples of stability domains in the parameter space are shown in Fig. 7(a). Different stability domains can be distinguished by tonalities and the numbers indicate the period. Line C is the NS bifurcation line, Eq. (50), where the quasiperiodic and mode-locked states are born. One mode-locked state of period-10 is observed embedded in the region of quasiperiodicity. The values of the parameters, where a mode-locking motion with any period-$n$ is born, can be determined analytically using results obtained by the normal form. Substituting $c$ from Eq. (51) in Eq. (35), it is possible to get

$$\pi c = \arctan \frac{2 b m}{2 b^2 - 1} = \frac{m}{n}. \quad (52)$$

By choosing $m = 1$ and $n = 10$, for example, and using Eqs. (52) and (50), the pair $(a, b)$ can be determined and the location of the period-10 mode-locked state (on the line C) of Fig. 7(a) is exactly known. The result is $(a, b) = (0.5730, -0.3090)$, and is marked as a white point in Fig. 7(a).
Different from the asymmetric coupling considered in last section, here \textit{two} limit cycles are born at the NS line from Eq. (50), one for each of the period-2 fixed points [Eq. (48)]. These fixed points can be seen in the phase space shown in Fig. 7(b) (see the diamonds) inside the inner circles (ellips). The location in the parameter space is \((a, b) = (0.6, -0.29)\). In this figure, 1000 points were used after a transient of 50,000 from the initial condition \((x_0, y_0) = (0.1234, 0.5)\). Keeping \(a = 0.6\) fixed, six trajectories in the phase space are shown for different values of \(b\) between \(-0.29\) (period-2 region), and

**Fig. 8.** (a) Bifurcation diagram and (b) maximal Lyapunov exponent.

**Fig. 9.** Radius of the limit cycle as a function of the bifurcation parameter \(a\), obtained analytically (dashed line) from Eq. (33) and numerically (solid line) for (a) \(b = -0.45\) and \(a_{NS} = 0.3275\) and (b) \(b = 0.15\) and \(a_{NS} = 1.6475\).
rically and symmetrically. Such results were obtained using normal forms [24]. For each kind of coupling, coeffi-
cients of the normal forms (20) and (21) were determined along the stability boundaries for the quasiperiodic
motion, called also the NS bifurcation lines [Eqs. (29), (41), and (50)]. The emergence of synchronized states (or
mode-locked states) of any period, always embedded in the quasiperiodic motion, was found analytically in the
parameter space. Such points of mode-locked states are the origin of Arnold tongues [4]. Analytical formulas
obtained for the stability boundaries in parameter space [Eqs. (29), (41), and (50)], limit cycles and radius of the
limit cycles, and its transition to a chaotic motion, was found along the line \( b = 0.25 \) and \( a \) between 1.2 and 1.48.

Fig. 9 compares the radius of the limit cycle calculated from Eq. (33) (dashed line) with the radius obtained by
numerical simulations (solid line). Curves are plotted as a function of the bifurcation parameter \( a \) and for different values of \( b \). Fig. 9(a) shows results for \( b = 0.45 \) while Fig. 9(b) for \( b = 0.15 \). In both cases, we observe that the normal
form approximation is valid only locally.

5. Conclusions

A common phenomenon in nature is that particles, starting from a fixed point and induced by some external
influence, may exhibit a vortex structures [3,4] or begin to move around one or more centers [5]. Such phenomenon cer-
tainly depends on the parameters which control the system, like for example, intensity of the external influence,
temperature, viscosity in case of fluids, etc. Usually these systems are very complex, their dynamics is not simple
and may depend strongly on the mentioned parameters. A difficult problem in such complex systems is to determine,
in general, what parameter combination induce which motion. This paper attacks this problem. Analytical results are
obtained for the location in parameter space where quasiperiodic and synchronized states are generated in pairs of cou-
pled maps. The generations of such quasiperiodic and synchronized states are related with a qualitative change in the
motion of the particles of the system. Such changes may be modeled adequately by equations with solutions, which
display NS bifurcations. After the NS bifurcation, a fixed-point solution is transformed into a limit-cycle with quasi-
periodic motion. For very specific conditions, the fixed-point solution is transformed into a mode-locked or synchro-
nized state.

This paper analyzed the above mentioned qualitative changes in the solutions for two maps, coupled asymmet-
rically and symmetrically. Such results were obtained using normal forms [24]. For each kind of coupling, coeffi-
cients of the normal forms (20) and (21) were determined along the stability boundaries for the quasiperiodic
motion, called also the NS bifurcation lines [Eqs. (29), (41), and (50)]. The emergence of synchronized states (or
mode-locked states) of any period, always embedded in the quasiperiodic motion, was found analytically in the
parameter space. Such points of mode-locked states are the origin of Arnold tongues [4]. Analytical formulas
obtained for the stability boundaries in parameter space [Eqs. (29), (41), and (50)]; limit cycles and radius of the
limit cycles in phase space [Eq. (33)], are in good agreement (within the local approximation) with numerical
calculations.

Numerical results, including Lyapunov exponents, parameter space and phase space portraits, were used to describe
the transition from synchronized and quasiperiodic states into chaotic states. Basically, as one moves away from the NS
bifurcation lines, firstly the radius of the limit-cycles (elliptic form) increases until the elliptic shape starts to be
deformed. Then, the deformed limit cycle solution folds more and more on itself until, relatively far away from the
NS line, the chaotic state is reached. Such transition was observed in phase spaces [Figs. 4(a) and 7(b)], Lyapunov ex-
ponents and bifurcation diagrams (Figs. 3 and 8), and parameter space [Figs. 1 and 7(a)].

Acknowledgments

PCR thanks CAPES, Brazil, and MWB and JACG thank CNPq, Brazil, for financial support.
Appendix A

The parameters of the normal forms [Eqs. (20) and (21)] for the symmetric coupled maps [Eqs. (3) and (4)] are presented in this appendix. After straightforward calculations, we determine that

\[
\begin{align*}
f(u,v) &= \left( -b^3 - 4b^2 - 2b + 4b \eta^2 \right) u^2 + \left( b^3 - 2b^2 - 6b + 4b \eta^2 \right) u v \\
&\quad + \left( 2b^3 - 6b^2 + 9b + 6 \right) v^2 + \left( 2b^3 - 6b^2 - 2b - 6 \right) \eta v,
\end{align*}
\]

\[
g(u,v) = \left( 2b^3 - 4b^2 + 2b + 1 \right) v^3 + \left( -2b^3 - 3b^2 + 2b + 3 \right) \eta v^2 + \left( -4b^3 + 2b^2 - 8b - 1 \right) \eta v + \left( 2b^3 - 2b - 3 \right) \eta^2,
\]

where \( \eta' = \sqrt{2(b + 1)} \). Functions \( f(u,v) \) and \( g(u,v) \) are used to determine the coefficient

\[
e = \frac{36b^4 + 210b^3 + 454b^2 + 430b + 150(6b^3 + 67b^2 + 209b^2 + 253b + 105)\eta'}{(2b - 1)(b + 1 + \eta')},
\]

which is always negative for the interval \(-1 < b < 1\), and therefore, the limit cycles which are born at the bifurcation line are stable. The last parameter is

\[
s = \frac{(4b^2 + 8b^2 - b - 3)(6b + bn' + 10 + 7n')(3b + 5)bn'}{(b - 1)(b + 1 + \eta')^2(1 - 4b^2)}.
\]
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[2] While NS bifurcation are the transition from periodic to quasiperiodic motion, Hopf bifurcations (Hopf E. Ber Math-Phys Akad Wiss 1942;94:1) are the transition from stationary to periodic motion. There are many references of the appearance of Hopf bifurcations in realistic complex systems, but it is not the scope of this paper to review such works.


